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Overview Low Power Design Lecture ..\\.J(IT

Karlsruhe Institute of Technology

 Introduction and Energy/Power Sources (1)

* Energy/Power Sources(2): Solar Energy Harvesting

» Battery Modeling — Part 1

« Battery Modeling — Part 2

« Hardware power optimization and estimation — Part 1
« Hardware power optimization and estimation — Part 2
« Hardware power optimization and estimation — Part 3
* Low Power Software and Compiler

» Thermal Management — Part 1

 Thermal Management — Part 2

« Aging Mechanisms in integrated circuits

« Lab Meeting

[
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Organizational Remarks ..\g(“.

Karlsruhe Institute of Technology

« Lab Meeting July, 21th 2016 9:45
- Technologiefabrik; Haid-Und-Neu-Stralde 7; 2nd floor
- relevant for the oral examination

 Information about the oral examination:
- http://ces.itec.kit.edu/972.php

- request appointment 4-6 weeks in advance
- e.g. via email: exam-ces@ira.uka.de

- the exam need not take place in this semester

[
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 The RC-model

e Thermal Simulation with HotSpot
 Thermal Sensors

 Thermal Management

e 3D Integration

* Vorlesungsevaluation

[
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Correction: Temperature and Reliability -\\-J(IT

Karlsruhe Institute of Technology

* Transient errors may result due to timing errors
- Approx. 5% increase in delay every 10°C temperature increase [Xie 2006]
— Timing errors result from spatial temperature variations
localized hotspots need to be avoided
— Clock trees are particularly vulnerable
* Span across multiple thermal areas
* Additional buffers can be inserted to cope with thermal clock skew

(src.: [Chakraborty, 2008])
[
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The RC-Model

roy(P) T ¢ SO

Tamb

RC equivalent thermal circuit for P3
single component with heat
dissipating, e.g. through

packaging

Voltage £ Temperature
Current £ Heat dissipation

This gives us the thermal equation
from lastweekas: 41 T P

=———+
dt RC C
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\#\I}V‘ TH(t)
R Ta(t)
| C - P 4

RC equivalent thermal circuit for
four component s with heat dissipating
to outside through package (C, R)

(src.: [Shi 2010])
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The RC Model (cont)

Volker Wenzel

Legend :
dot lines shorting

connected resistances
. node
—WA\— thermal resistance

—{}— thermal capacitance

z

Rc
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7
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N Ve Node for Heatsink
A Temperature

s
nvectlong

Ambient

—Temperature

-

Heat Spr/ ader

Heatsink

Fig. 1. Example HotSpot RC model for a floorplan with three architectural units, a heat spreader,
and a heat sink. The RC model consists of three layers: die, heat spreader, and heat sink. Each
layer consists of a vertical RC pair from the center of each block down to the next layer and a lateral
RC pair from the center of each block to the center of each edge.
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(src.: [Skadron, 2004])
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The RC Model (cont) _\&(IT

Karlsruhe Institute of Technology

to heat spreader
lateral resistance

to heat spreader

lateral resistance to heat spreader
vertical resistance

Fig. 2. The RC model for just the die layer.

(src.: [Skadron, 2004])
[
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Thermal Simulation -\\-J(IT

Karlsruhe Institute of Technology

* Thermal simulators such as HotSpot calculate thermal distribution by
solving equation of RC equivalent model

* Accuracy of simulation dependent on the granularity of components
- Block based: coarse granularity (CPU, cache, etc.), fast

— Grid based: divides blocks into smaller parts, slower, more accurate
temperature distribution, slow

* Accuracy also dependent on the power input!

- Instruction-based simulators count execution of instructions and know
power consumption of each block

* E.g. Wattch, gem5, McPAt

* inaccurate but fast (Wattch inaccuracy up to 30%) [Brooks 2000]
— Circuit-based simulators

* highly accurate but very slow

[
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Hotspot Demo

Volker Wenzel

- SF=Ro,
. HotSpot

[ Home | Documentation | Version History | FAQ | How-To | License | People | Download |
Links]

Announcing version 6.0! *

Version 6.0 introduces several new features that can be useful to special thermal modeling
needs: 1) a upgraded solver based on SuperLU that significantly speeds up steady-state
simulations; 2) an improved 3D model that supports layers with non-uniform thermal resistivity
and heat capacity; 3) an improved secondary heat transfer path model that is compatible with
3D system. You can download version 6.0 here.

What is HotSpot?

HotSpot is an accurate and fast thermal model suitable for use in architectural studies. It is
based on an equivalent circuit of thermal resistances and capacitances that correspond to
microarchitecture blocks and essential aspects of the thermal package. The model has been
validated using finite element simulation. HotSpot has a simple set of interfaces and hence can
be integrated with most power-performance simulators like Wattch. The chief advantage of
HotSpot is that it is compatible with the kinds of power/performance models used in the
computer-architecture community, requiring no detailed design or synthesis description.
HotSpot makes it possible to study thermal evolution over long periods of real, full-length
applications.

Why thermal modeling?

11
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Thermal Sensors: Thermal Diodes -\\J(IT

Karlsruhe Institute o

* Currently most common method
for on-chip thermal Thermal

i Comparator
measurement diode
- Used by Intel, AMD, Xilinx, etc.. E ’
- typical accuracy: £4°C (Xilinx Virtex 7)

A/D
Conversion

* Analog circuitr
) g AD y t Reference Digital Sensor
needas converter Current Source Output

— occupies large chip area —

(src.: [Long, 2008])
-
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Thermal Sensors: Ring Oscillator

AT

Karlsruhe Institute of Technology

* |dea: analyze negative thermal side-effects to quantify

temperature

* Due to increased delay ring oscillators oscillate slower at

higher temperatures

- Oescillation frequency determined using a reference clock
— Provide relative temperature values
- Challenge: must be calibrated to obtain absolute values

- Jitter

* Xilinx reference design:

LUT

B

LUT

LUT

=b;

LUT

o

Volker Wenzel
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Inverter

(src: [Xilinx])
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Thermal Sensors: Leakage based ..\\.J(IT

rrrrrrrrrrrrr itute of Technology

» |eakage is temperature dependent
* |dea: Measure leakage to determine temperature

(src.: [ltuero 2008])

[
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Thermal Sensors: Leakage based (cont'd) ..\\.J(IT

Karlsruhe Institute of Technology

Idea: measure the time a capacitor takes

to discharge capacitance through leakage

current 1w N ﬁ e
I

N

* Input switches from low-to-high J__| Mz :_i:
-> M1 transitions from “on” to “off” -

- Charge stored in CL should remain, -

but slowly decreases due to leakage Fig. 1. Subthreshold current thermal sensor.
current
= $CL IN 1
* When voltage of CL falls below a =

the inverter M3-M4 produces a low-to-
high transition p substrate n wel

p+ + + p+ p+ n+
threshold, w 0 \_%,)(3) (4)L¢J @ W J
M2 M1

* Temperature can be determined by the
delay between Fig. 2. Leakage current mechanisms in the thermal sensor.

the input and output transitions

(src.: [ltuero 2008])

[
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Multi-core thermal management -\\-J(IT

Karlsruhe Institute of Technology

* Classification of thermal management approaches:
- Reactive approaches
* Depend on the current temperature
- Proactive approaches
* Predict the temperature
* Aim to balance temperature to avoid hotspots

* Naive reactive approaches:
- [Skadron, ISCA.2004] controls the temperature by:
* Switching off the hottest core and turning on the coldest one,
- but that leads to:
* Thermal Cycling and large spatial variations
* Negative effect on the performance.

[
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Reactive approaches (cont'd) ﬂ(".

) [Coskun, 2007] proposed two OS-level methods that achieve temperature-
aware task scheduling.

* First method: Coolest-FLP
Depends on the current temperature and floor-plan.

For eqch *Select the coolest processors
ready job *Give priority to processors, whose neighbors are “idle”

Reduces the hot spots.

* Second method: probabilistic method
Takes into consideration the analysis of the temperature history.

*Calculates the probability for each core to receive the incoming job

Pn=Pn1ztW
For ea_lch . \
ready job : . S :
Previous probability Weight depends on the

core’s history

Achieves more balancing in the temperature and reduces the spatial variation in the
temperature

[
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AT

Reactive approaches (cont'd)

Normal mode: Thermal balancing mode:
) Processing demand < certain threshold. L1 Processing demand > certain threshold.

) Goal: maximize energy savings with ) Goal: prevent concentration of high
meeting performance demands and power densities, then saving energy.

thermal constraints.

Yes
Demand >
>
o )
Task assignment to the cores Global frequency assignment
v v
Core-Level frequency assignment Task assignment to the cores
v v
Calculating processing demand Calculating processing demand
L Yes /m No
W
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Reactive approaches (cont'd) AT

Karlsruhe Institute of Technology

* [Coskun ASPDAC 2008] uses Integer Linear
Programming (ILP):
* Models the applications as tasks graph
* Results in optimal task scheduling for
— Given set of tasks with deadlines and dependence constraints
- Given temperature profiles.

* Aims at reaching the best temporal and spatial distribution of
temperature

[
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Reactive approaches (cont'd)

AT

Karlsruhe Institute of Technology

TABLE I. SUMMARY OF ALL THE ILP OBJECTIVE FUNCTIONS
Label ILP Objective Objective Equation
Min-Th&Sp | Minimizing thermal hot Minimize H + G,
spots and gradients H = maxz{Qp;p = 1...m, for a system of m cores} where: Qp = E {zip E (s yie)}
Tz‘ eT Vi
G = E {npr{ E Tipjr[pijdij (T — 85) +pjadje(Tj — si)]}}
p,rEPU,p#r 4,JET,i#]
Min-Th Minimizing & balancing | Minimize H;
thermal hot spots H = maz{Qp;p = 1...m, for a system of m cores} where: Qp = E {zip E (Gsnvi)}
T, €T UV
Bal-En Balancing energy Minimize ENmaz:
consumption ENmaz = maxz{ENp;p = 1...m, for a system of m cores} where: FN, = E {zip E (eskyin)}
T. T .
Min-En Minimizing total Minimize FENgial; TABLE III. ILP FORMULATION FOR MIN-TH&SP
Minimize H + G,
energy EN¢otar = { § g eikYik } T ltotals Ttotal H = maz{Qp;p = 1...m, for a system of m cores} where:
TieT vy Qp = Z {zip Z(yik%’k)}
T;eT Vg
G = n Tin@irlDsidsi (T3 — 8:3) 4+ pisdas (T — 85
TABLE II. VARIABLES USED IN THE ILP Z { pT{. Z w arlpigdi(ri = s5) + piidji(mi = si)l}}
Tip: Set of 1-0 variables s.t.* x;, = 1 iff T} is assigned to PUp prePUp#r  1,j€T,i7]
Qike: Time spent above threshold temperature while running 7°; at vg biect t traints:
ti: WCET of T; considering the voltage setting Subject to constraints:
S;t Execution start time for T (a) VT3 : Z Tip =1 Each task is assigned to only one PU
Ti: Execution finish time for T5 p
Dij: Set of 1-0 variables s.t. p;; = 1 iff T starts before T - _ N
npr: | Set of 1-0 variables s.t. np = 1 iff p and r are adjacent cores (b) VT : Z Yik =1 Each task runs at only one V/f level
dij: Set of 1-0 variables s.t. d;; = 1 iff 7; > s k i - _
Yik: | Set of 1-0 variables s.t. y;;, = 1 iff T; runs at speed vy (© 7 =si+1t; Execution finish time for T;
mgj: | Set of 1-0 variables s.t. m;; = 1 iff T); immediately follows T} d) s; > MAT g, ce{7;} | Task precedence
* s.t.: such that (e) s < D; Deadlines for all sink nodes
() ss > 755 if pja=1 Precedence for tasks on the same core
(®) pij +pjs =15 If T; and T are scheduled on the same
. if Zjp =xip =1 core, either T; precedes T, or vice versa
(src.: [Coskun ASPDAC 2008]) i =T : i
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Proactive Approach ﬂ(".

Karlsruhe Institute of Technology

* [Coskun 2008] uses autoregressive moving average (ARMA)
modeling to:
- predict the future temperature from history
- apply thermal-aware job allocation method, which aims to:

* Avoid reaching a set thermal threshold achieve and balance the
temperature across the chip

—> Temperature Data from Thermal Sensors - v
= ARMA Model Validation:
Predictor (ARMA) (<> Update Model if
Vi Necessary
Temperature at time (Tcurrent+tn) for all cores

Vi
Scheduler
Vi

Temperature-Aware Allocation on Cores

[
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Proactive Approach \‘(IT

* ARMA models autocorrelation in a time series

p q y, - value at time t
+> (a,y, ) Z c.e, ) e, - hoise/error attime t
i=1 i=1 a - autoregressive coef.
C - moving avrg. coef.

* Given a stationary stochastic process
-> y; can be predicted as weighted sum of past values and
moving average of error term

* Steps involved:
- ldentification: determine p and q
- Estimation: determine coefficients a and ¢
- Model checking: determine quality of estimated values

[
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Proactive Approach -\\-J(IT

Karlsruhe Institute of Technology

 Benefits of ARMA model

- Model is generated through automated process
- Does not require in depth thermal knowledge

— High accuracy achievable with large number of samples (>150)

* Shortcomings
- Workloads vary over time - temperature is not a stationary function!

— Solution: Thermal sensors are used to check if model is still valid
If not, model is updated at runtime

— As such: requires thermal sensors on each core

[
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Multicore DTM Strategies & Scalability AT

Karlsruhe Institute of Technology

E ELE%% Q || Voltage island
' \@ t [] Idle core
D\ '- 5 5 |:l 5 FoLe running
4 tasks
: w7z o
S C

Communication
used for thermal

management

AN

4 ‘Centralized’ management scheme: Manager can use global

knowledge but also forms bottleneck for communication as well as
computation

—> central point of failure, limited scalability
3 ‘Fully distributed’ scheme: No central bottlenecks. Management is
limited by local knowledge
—> can result in local maxima/minima
J Hierarchical scheme: Combines local management with access to
global knowledge
Volker Wenzel 24
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3D Architectures ﬂ(".

Karlsruhe Institute of Technology

* 3D Integration emerging trend

* Added to the ITRS roadmap
in 2009

* Growing research area [Source: Samsung]

* First industry prototypes:
IBM, Intel, Xilinx, Samsung...

Physical Network
Connection

Tile 7 Tile 7 Tile 7_/ 1/0 )>)
V@zq’ Tile ? Tile %/ Tile %/ Tile %/ Throuah-
* Benefits: — “—7 Siicon
a H 5 ile emor ile 1 Vi
- Decrease in interconnection . i 77/ M y77/ i ,7 o, "
|engths @Q} Tile %/ Memory%/ Tile %/ Tile %/:
. ' T
- Higher performance per area rie %7 e 5 e %/ 1o
\/@Q}Q Tile %/ Tile %/ Tile %/ Tile
.-
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Motivation ..\g(“.

Karlsruhe Institute of Technology

* Thermal problems worsens with 3D stacked many-core architectures
* More surface area between cores means more thermal conductivity!

* “Hot” tasks should be running vertically stacked should be avoided

* Methods to increase efficiency of heat
dissipation must be examined

Physical Network

Connection
¢

7 ile Tile 7 Tile 7 1/0 » ))?
Tile consists e.g. of a core, Ié— lk_‘,‘?( e 2 1ie % tie %, -
local memory/cache, and stk | 1< iicon
interfaces to bus/on-chip network Mem‘i’?/ T"el'77/ Vo g Ve
Stack is set of tiles vertically on T'\ { firemon 7 e 57 e
top of each other Hat 1 |

P j/ TileJ?V Tie 27/ /o >
$ Tile %/ Tile

\ !

Tile

[
Volker Wenzel 27 ces.itec.kit.edu



Thermal TSVs ..\\.J(IT

itute of Technology

* Through Silicon Vias used as communication links
between stacks

* Additional TSVs may be added to increase conductivity to
heat sink

- Etched or drilled through layers
— Costly to fabricate

— Occupy large on-chip area (as large as ~20%) with pitch around ~5-10um
[Cong 2005]

* TSV planning aims to reduce the number of TSVs while
keeping thermal constraints

[
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Thermal TSV placement '-\g(“.

- Alternating direction TSV planning (ADVP) [Cong 2005]

Table 1: ADVP Algorithm

rPJ, % » H—_@—v} Input: Q=MxNXZ, I; ; i, . .
!: P, Ro=yu/ay ) o . Ay k] from the previous planning result
JFH -S4V 1. Vertical TSV distribution done Output: assigned TS-via number for each tile a; ; i
Tp. |! : P, Rao=ys/as by Combining total resistivities of J{”m“ every device layer k, starting from the top
P2 Dj ::> Jp: -\R_«:}Ah TSVs in Tile CaICUIatlng total set initial distribution = even distribution of Ag[k],
> S ., resistivity needed to keep thermal|  heat propagation for layer k to update {I; ;1 }
e Pi | R=R, cCONSstraints }

while not converged

for each 1, 5, 1< i< M, 1< 57 < N,
1. wvertical T'S-via distribution for {tile; ; ;| I<k<Z}
for every device layer k, starting from the top

{

2 horizontal TS-via distribution for
{tile; j | 1<i<M, 1<j<N }
heat propagation for layer k to update {I; j 1}

}
}
2. Horizontal TSV distribution done within each (src.: [Cong, 2009))
layer to place TSVs near hotspots and maximize
heat flow Results show up to 68% reduction of TSVs! __

Volker Wenzel 29 ces.itec.kit.edu



Opportunities for 3D Thermal Mgmt ﬂ(".

(o) (o) () () (9 (o) @) @)

(a) Sort task powers

B . . Supertask

' W - Sum-up eow esw 7ow 75w

(b) (c) (d) (b) Combine tasks into super tasks and sort their powers

B core [ | ext cache/mem
zhou 2008 V e/

* Temperature balancing by stack

- Results:
max Temperature: 121°C

- Baseline Linux 2.6 scheduler
max Temperature: 145°C
- reduction of 24°C

* Floorplanning can play a key role

Super core

(d) Assign super tasks onto super cores [Zhou 2008]
Volker Wenzel 30 ces.itec.kit.edu



3D thermal management ﬂ(".

Karlsruhe Institute of Technology

* ThermQS: 3D multi-core thermal management added to a linux 2.6 kernel

* Based on data acquired through thermal and workload monitoring it applies:

Distributed workload migration Global power-thermal budgeting
(every 20ms): (every 1-100ms):
1. vertically adjacent cores i,k have Voltages and frequencies are
different cooling efficiency E, E, distributed vertically based on the
If E. < E_compare job from job running workloads and thermal
queue of k with min IPC to job in impact of cores. Optimal
queue of i with max IPC configurations are pre-computed
2. If min IPC (k) < max IPC (i) and stored in LUT
Trade tasks between queues
3. Balance jobs between In order_ to ensure thermal
horizontally adjacent cores by constraints are met,
comparing average IPCs Distributed thermal management
makes short-term adjustments using
DVES

. [
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Conclusions _\\J(IT

itute of Technology

* Thermal simulations are often a trade-off between
accuracy and simulation time

* Multi-core architectures present new challenges and
opportunities for thermal management
—> balancing temperatures can be a very effective
technique

* Heat dissipation in 3D Architectures is a major challenge
and limits their effectiveness

[
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Vorlesungsevaluation ..\g(“.

Karlsruhe Institute of Technology
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